# 本科毕业设计开题报告：基于GKT的学生能力建模系统设计与实现

## I. 课题来源及研究的目的和意义

### 1.1 课题来源与研究背景

知识追踪（Knowledge Tracing, KT）是教育数据挖掘（Educational Data Mining, EDM）领域的核心任务，其目标是预测学生在学习过程中对一系列知识概念的掌握程度随时间的变化情况 1。准确的知识追踪能够帮助学生识别适合其当前知识水平的学习内容，从而促进更高效的个性化学习 1。

传统的KT方法，如贝叶斯知识追踪（BKT），虽然模型简洁，但难以处理大规模、多维度的知识点和复杂的依赖关系。深度学习的引入催生了深度知识追踪（DKT）模型，该模型首次展示了在预测学生表现方面的显著性能提升 1。然而，DKT模型采用循环神经网络（RNN/GRU）架构，将学生的瞬时知识状态压缩为一个单一的隐藏向量。这种设计存在两个主要局限：首先，它难以对每个独立的知识概念进行精确建模；其次，由于缺乏明确的结构化关系建模机制，它难以体现知识概念之间复杂和多重的依赖性 1。

本课题源于对下一代人工智能教育（AIED）系统在模型性能和可解释性方面的双重需求。教育学研究表明，知识体系本质上是图结构化的，概念之间存在清晰的先决条件和关联关系 1。借鉴图神经网络（GNN）在处理图结构数据方面的优势，本研究提出应用\*\*图基知识追踪（Graph-based Knowledge Tracing, GKT）\*\*方法，将知识结构显式地表示为图，以克服传统方法的局限性，并为师生教学框架提供数据驱动的决策支持。

### 1.2 研究目的

本研究旨在设计并实现一个基于GKT的学生能力建模系统，主要目的包括：

1. **高精度知识追踪建模：** 构建并优化GKT模型，重点探索并实现**潜藏图结构**的学习机制（如Multi-head Attention或Variational Autoencoder方法）1，以获取准确且稳定的知识概念间依赖关系。
2. **师生教学框架的支撑：** 严格遵循师生教学框架 2，设计并实现面向教师和学生的两端平台功能。平台的决策支持功能将直接依赖于GKT模型提供的**高可解释性**能力画像。
3. **异构存储架构的实践：** 针对知识图谱的结构化特性和学生日志的时序高频特性，设计 Neo4j/关系型数据库的混合存储方案，并落实云计算资源的合理利用，以确保系统的高效性与可扩展性。

### 1.3 理论与实践意义

本课题的实施具有显著的理论和实践价值：

**理论意义：** GKT通过引入\*\*关系归纳偏差（Relational Inductive Bias）\*\*来优化模型，将知识追踪重新定义为GNN中的时间序列节点级分类问题 1。本研究将验证GKT在中文教育语境下，对不同学科知识点依赖关系建模的有效性，为GNN在EDM领域的应用提供扎实的经验基础和方法论支撑。

**实践意义：** GKT模型能够明确地追踪学生知识状态的变化，并能直观地展示知识点之间的关联。例如，当学生回答某个概念的习题时，GKT不仅会更新该概念的状态，还会更新与其相邻的概念状态 1。这种**精确到概念级的、可解释的更新**机制，为实现高精度的个性化学习路径推荐提供了基础，同时为教师提供语义化、结构化的学情分析报告，极大地增强了教学决策的科学性 4。

## II. 国内外在该方向的研究现状及分析

### 2.1 传统及早期深度学习知识追踪模型的局限性

知识追踪的研究历程经历了从概率图模型到深度学习的演变。早期的BKT模型依赖于隐马尔可夫模型，其假设知识点独立且只存在简单的掌握/未掌握状态，难以应对现实世界中知识点的复杂交织。

随着深度学习技术的兴起，DKT 1 首次将RNN应用于KT，实现了性能突破。然而，DKT的局限性在于，它使用一个单一的隐向量 $h^{t}$ 来代表学生在所有知识概念上的掌握状态。这导致模型在追踪上难以将不同概念的掌握程度分开表示，也无法有效建模概念间的复杂关联 1。随后提出的DKVMN模型 1 引入了键值记忆网络，利用两个记忆矩阵来尝试克服这些缺点，但该模型仍无法有效处理知识概念间**复杂和多重**的关系 1。

### 2.2 图基知识追踪（GKT）的核心突破与优势

GKT模型的提出是对DKT和DKVMN局限性的直接回应。该方法将知识结构抽象为图 $G=(V,E,A)$，其中节点 $V$ 代表 $N$ 个知识概念，边 $E$ 代表概念间的依赖关系，而邻接矩阵 $A$ 则定义了依赖的程度 1。

GKT的核心优势在于：

1. **显式关系建模：** GKT通过GNN机制，能够在学生回答一个概念 $v\_{i}$ 的习题时，不仅更新 $v\_{i}$ 的知识状态 $h\_{i}^{t}$，还会将信息传播并更新其邻近概念 $\mathcal{N}\_{i}$ 的状态 $h\_{j}^{t}$ 1。
2. **性能优势：** 经验验证表明，GKT在ASSISTments和KDDCup等公开数据集上，预测性能指标AUC（Area Under the Curve）均超越了DKT和DKVMN等基线模型 1。

性能对比（AUC评分）

| **基线/方法** | **DKT** | **DKVMN** | **Transition Graph (GKT)** | **MHA (GKT)** |
| --- | --- | --- | --- | --- |
| ASSISTments | 0.709 | 0.751 | 0.762 | 0.766 |
| KDDCup | 0.753 | 0.769 | 0.764 | 0.723 |

数据来源 1

1. **可解释性：** GKT通过可视化展示，能够清晰地体现模型只更新与所答习题相关的概念状态，而不是像DKT那样**不加区别地**更新所有概念的状态 1。这种局部化且结构化的更新机制，提供了更高的模型可解释性，是实现精准诊断的基础。

### 2.3 知识图谱在教育领域的应用与构建趋势

知识图谱（KG）作为一种结构化地表示实体和关系的工具，在人工智能领域具有强大的应用潜力，尤其是在知识搜索、问答系统和推荐系统等场景 4。在教育领域，KG的应用价值主要体现在**知识融合**、**语义搜索**、**问答系统**以及为城市管理者提供的**大数据分析与决策支持** 4。

现代知识图谱的构建方法论强调三个核心维度：抽取、学习范式和评估 5。构建过程涉及大规模数据预处理、多模态抽取技术、图神经网络（GNN）的精炼应用，以及结合Transformer和大型语言模型（LLMs）的最新学习范式 5。本课题的创新点之一在于，GKT本身就构成了对教育知识图谱的一种**学习范式**，它通过学习概念嵌入和潜在边缘权重，实现了知识结构的内生构建 1。

## III. 主要研究内容

### 3.1 教育知识图谱的来源、抽取与构建

本研究中的教育知识图谱将核心知识概念定义为节点 $V$，而它们之间的依赖关系定义为边 $E$。

#### 3.1.1 实体和关系定义

* **实体 (Nodes, V)：** 知识概念（Skills/Topics）、练习题（Exercises）、学生（Students）。
* **关系 (Edges, E)：**
  + **结构化依赖：** 如先决条件（Prerequisite），可基于课程大纲或专家知识库初始化。
  + **统计依赖：** 基于学生学习日志计算的**转移关系**。例如，Transition Graph中，邻接矩阵 $A\_{i,j}$ 定义为概念 $j$ 紧跟在概念 $i$ 之后回答的频率 $\frac{n\_{i,j}}{\sum\_{k}n\_{i,k}}$ 1。
  + **模型学习依赖：** 通过GKT模型中的注意力机制或变分自编码器学习到的潜在关联，用于发现非显式的知识耦合 1。

#### 3.1.2 知识图谱构建管道

本课题将侧重于从非结构化的学生交互日志中构建和完善知识图谱。构建过程包括：数据清洗与预处理（参见 IV.1），将习题和回答结果映射到知识概念（Skill Tagging），然后使用GKT模型训练阶段的**Learning-based Approach**来确定最终的邻接矩阵 $A$ 1。

我们将重点采用Multi-head Attention (MHA)**或**Variational Autoencoder (VAE)方法来内生地学习图结构 1。选择这些学习方法是因为它们能够基于概念的静态特征（如嵌入 $E\_c$）来推断边缘权重，从而学习出一种与学生和时间无关的知识图结构，这对于知识追踪的设定更为合理 1。

### 3.2 GKT 模型定制与优化

本研究将严格遵循GKT的架构设计，即聚合（Aggregate）、更新（Update）和预测（Predict）三个核心阶段 1。

#### 3.2.1 GKT 核心架构

1. **聚合 (Aggregate)：** 当学生回答概念 $i$ 时，模型聚合其自身及邻近概念 $j \in \mathcal{N}\_{i}$ 的隐藏状态 $h\_{k}^{t}$ 和输入向量 $x^{t}$，生成聚合特征 $h\_{k}^{\prime t}$ 1。
2. **更新 (Update)：** 模型基于聚合特征和知识图结构更新隐藏状态。更新机制使用门控循环单元（GRU）和擦除-添加门（$\mathcal{G}\_{ea}$）1。关键在于 $f\_{neighbor}$ 函数，该函数利用邻接矩阵 $A$ 来定义信息向邻近节点传播的方式，实现知识的关联更新 1。$$m\_{k}^{t+1}=\{\begin{matrix}f\_{self}(h\_{k}^{\prime t})&(k=i)\\ f\_{neighbor}({h\_{i}^{t},{h^{\prime}}\_{k}^{t})&(k\ne i)\end{matrix}$$
3. **预测 (Predict)：** 模型输出学生在下一时间步正确回答每个概念 $k$ 的概率 $y\_{k}^{t}=\sigma(W\_{out}h\_{k}^{t+1}+b\_{k})$ 1。

#### 3.2.2 潜藏图结构学习的优化

本课题将重点实现 MHA 和 VAE 两种学习型图结构方法 1，并进行比较评估。

* **Multi-head Attention (MHA)：** 通过注意力机制 ($\alpha\_{ij}^{k}$) 依据节点特征推断边缘权重。MHA机制通过加权求和的方式确定信息传播。
* **Variational Autoencoder (VAE)：** 假设存在代表边缘类型的离散潜在变量 $z\_{ij}^{k}$，并通过Gumbel-Softmax分布进行采样推断 1。VAE通过引入KL散度损失来鼓励生成稀疏图，并能推断出多种边缘类型。

VAE的优势在于其计算优化：GKT的VAE实现将边缘类型推断限制在与当前答案相关的节点上，这有效地将原始NRI模型的计算复杂度从 $\mathcal{O}(KN^{2})$ 降低到 $\mathcal{O}(KN)$，使其更适应知识追踪的实时性要求 1。

### 3.3 师生教学框架下的平台功能模块设计

本平台采用“学生客户端--服务器端--教师客户端”的三位一体模型 3。平台功能设计严格基于GKT提供的**个体知识状态 $h\_{k}^{t}$** 及其**可解释性更新** 1。

#### GKT学生能力建模平台功能设计（师生教学框架）

| **用户端** | **核心功能模块** | **GKT/KG 数据支撑** | **教育目标** |
| --- | --- | --- | --- |
| **学生端 (Student Client)** | 智能路径推荐/自适应练习 | 基于GKT预测的下一知识点掌握概率 $y\_k^t$。系统根据 $y\_k^t$ 推荐难度适中的练习 1 | 提高学习效率，实现个性化学习 |
|  | 知识状态可视化与自我诊断 | GKT模型清晰展示知识状态 $h\_k^t$ 的变化，尤其展示未回答但相关联的概念（邻居节点 $\mathcal{N}\_{i}$）的状态更新 1 | 增强学习可解释性，促进元认知和自我调整 |
|  | 智能即时辅导与反馈 | 基于知识图谱的语义联想搜索，提供与当前错题相关联的知识点或概念，并提供即时反馈和激励 2 | 及时纠错，提高学习兴趣和动力 |
| **教师端 (Teacher Client)** | 班级/个体能力画像分析 | 聚合GKT生成的学生知识状态历史轨迹，辅助教师对每个学生进行全面综合评价 2 | 辅助教师全面综合评价学生，实现过程显性可控 |
|  | 教学资源语义检索与推荐 | 利用KG提供的知识融合和语义链接服务，实现精确的教学资源搜索，辅助教师备课 4 | 优化备课流程，提高教学效率 |
|  | 学情动态监测与决策支持 | GKT模型预测结果用于识别高风险（长期掌握度低）或进步显著的学生群体，提供数据洞察，指导精准教学 3 | 实现科学高效的管理和反馈 |

### 3.4 创新点的讨论

本课题的创新性体现在模型、技术实现和应用平台三个维度：

**1. 模型与方法创新：**

* **图结构先验的引入与学习：** 首次将知识追踪任务重新定义为GNN中的时间序列节点级分类问题 1，将知识概念间的依赖关系作为\*\*关系归纳偏差（Relational Inductive Bias）\*\*引入模型，有效克服了传统DKT模型在建模复杂关联性上的缺陷 1。
* **潜藏图结构内生推断：** 提出并实现了\*\*Multi-head Attention (MHA)**和**Variational Autoencoder (VAE)\*\*等学习范式 1，以数据驱动的方式内生地推断知识概念图的潜在结构 $A$。这确保了知识图结构的不变性（Invariant to students and time steps），避免了对外部专家知识的过度依赖 1。
* **可解释性诊断能力的提升：** GKT模型能够实现精确到概念级的知识状态更新，仅更新与当前作答习题相关的概念及其邻近概念 $\mathcal{N}\_{i}$ 的状态 $h\_{j\in\mathcal{N}\_{i}}^{t}$ 1。这种局部化更新机制提供了比DKT**更强的模型可解释性**，是实现精准个性化辅导的核心基础 1。

**2. 技术与架构创新：**

* **异构存储与GKT推理的结合：** 创新性地设计了RDBMS和**Neo4j图数据库**的混合存储架构 6。Neo4j用于高效存储和查询GKT模型所需的知识图谱结构 $G=(V,E,A)$，而RDBMS用于处理高频的学生实时日志和用户数据 6。这种架构优化了GKT模型的实时推理效率和系统的整体可扩展性 1。
* **GNN模型的高性能部署：** 针对GKT模型训练和推理的计算密集性，明确提出并实施基于**云计算GPU实例**的部署方案 [1, 1]。这保证了GKT模型在大规模教育数据和实时教学场景下的计算可行性。

**3. 平台应用创新：**

* **完整的师生教学闭环平台：** 不同于仅关注模型性能的学术研究，本课题旨在构建一个**较完整的软件平台**，实现了以GKT模型预测结果为核心的教师端决策支持和学生端个性化学习服务的闭环 2。
* **教师学情决策支持：** 实现教师对**每节课程和每个知识点掌握情况**的动态、可解释性监控，并能够深入查看具体学生的能力画像，辅助教师进行精准的教学调整和资源发布 2。

## IV. 研究方案

### 4.1 数据采集与预处理

本研究将使用公开的教育数据集进行模型训练和验证，例如 ASSISTments 2009-2010 或 KDDCup 2006-2007 1。

预处理是构建准确知识图谱的基础，必须遵循严格的规范 1：

1. **日志合并：** 将学生在同一时间点进行的同步答题日志合并为一条记录，以避免因频繁共现标签导致的预测偏差。
2. **技能标签提取：** 仅提取与命名技能标签关联的日志。
3. **阈值过滤：** 提取那些被回答次数达到一定阈值（例如至少10次）的技能标签，以确保有足够的训练数据，并移除数据中的噪音。例如，ASSISTments数据集处理后包含101个技能，62,955条日志；KDDCup包含211个技能，98,200条日志 1。

### 4.2 数据库存储方案深度设计 (Neo4j/RDBMS 混合架构)

考虑到系统需要同时处理高频、时序的学习日志和稳定、关系复杂的知识结构，本研究采用异构的混合存储架构。这种设计与层次记忆网络（HMN）的思想相吻合，即将动态信息视为工作存储（短期记忆），将固化结构视为长期存储 8。

#### 4.2.1 关系型数据库 (RDBMS) 的应用

关系型数据库（如PostgreSQL）将用于存储**短期记忆**和高频写入数据：

* **实时学习日志：** 存储学生在时间步 $t$ 的输入 $x\_t=\{q\_t, r\_t\}$，即练习题 $q\_t$ 和回答结果 $r\_t$ 1。这部分数据写入频率极高，但查询多为简单的时序查找。
* **用户、班级和平台元数据：** 存储平台用户表（教师、学生）、班级表（教师组建的课程班级）、权限、平台交易日志等结构化表格数据。

| **表名** | **主要字段** | **用途** |
| --- | --- | --- |
| 用户表 (Users) | user\_id, username, password\_hash, role (Teacher/Student) | 师生登录与权限管理 |
| 班级表 (Classes) | class\_id, class\_name, teacher\_id (FK to Users) | 教师管理、学生分组 |
| 班级-学生关联表 (ClassStudents) | class\_id (FK), student\_id (FK to Users) | 建立师生教学关系 |
| 习题表 (Exercises) | exercise\_id, description, concept\_id (FK to Neo4j Node ID) | 教师发布习题管理 |
| 学习日志表 (Logs) | log\_id, student\_id (FK), exercise\_id (FK), response (Correct/Incorrect), timestamp | 学生实时作答记录 |

#### 4.2.2 Neo4j (图数据库) 的应用

图数据库Neo4j将用于存储**长期记忆**和知识结构 $G=(V,E,A)$：

* **知识图谱存储：** 节点存储知识概念 $V$ 及其属性（如概念嵌入 $E\_c$）；边存储依赖关系 $E$ 及其权重（由GKT模型学习得到）。
* **GKT推理支持：** GKT的 Aggregate/Update 步骤依赖于高效查询概念之间的邻接关系。Neo4j的原生图查询语言（Cypher）能够高效地执行复杂的多跳关系查询，确保GKT模型的实时推理效率。

通过这种混合存储策略，系统能够将数据写入和图结构查询的负载分摊到最适合的数据库，从而提高整体系统的响应速度和可扩展性。

### 4.3 GKT 模型训练与云计算资源利用

#### 4.3.1 模型训练与评估

模型训练将使用 Adam 优化器 1，学习率设定为0.01，并应用 Batch Normalization 来加速深层网络的训练 1。模型将以 NLL（Negative Log-Likelihood）作为损失函数进行优化。

评估主要采用 AUC 指标，并严格遵守 $8:1:1$ 的数据划分（训练集:验证集:测试集）1。

#### 4.3.2 云计算资源利用的实现方案

GKT，尤其是包含 MHA/VAE 等学习模块的 GNN 模型，涉及大量的矩阵运算和图卷积操作，计算复杂度高。因此，必须利用云计算服务中的**GPU加速实例**来支持模型的训练和推理 1。

* **计算资源：** 如果在普通计算机上无法完成 GNN 模型训练（特别是大规模数据集如 KDDCup 98,200 条日志）或实时推理的性能要求较高，将租借云计算服务中的 **GPU 加速实例**（例如 NVIDIA T4 或 V100）来完成计算。这确保了GKT模型（如 VAE 实现中将计算复杂度优化到 $\mathcal{O}(KN)$ 后的模型）能够高效地进行大规模训练。
* **服务部署：** 后端服务将采用微服务架构，GKT推理服务将单独部署在GPU实例上，通过高性能API对外提供服务。
* **数据服务：** 利用 PaaS 层的托管关系型数据库服务 (RDS) 和图数据库服务（如 Neo4j Aura 或自建 Neo4j 实例于高性能云服务器）。前端通过内容分发网络（CDN）加速 6，以保证全球或区域用户的访问体验。

## V. 进度安排，预期达到的目标

### 5.1 详细项目进度表

| **阶段** | **内容描述** | **时间节点** |
| --- | --- | --- |
| **第一阶段** | 文献调研、开题报告完成及评审准备 | 第1-4周 |
| **第二阶段** | 数据预处理、知识图谱Schema定义、RDBMS/Neo4j混合存储架构设计与环境搭建 | 第5-8周 |
| **第三阶段** | GKT模型基础实现（Transition Graph 基线）、模型优化（MHA/VAE 潜藏图结构学习模块实现） | 第9-14周 |
| **第四阶段** | GKT模型训练、超参数调优、性能评估及可解释性分析 | 第15-18周 |
| **第五阶段** | 师生端核心功能（智能推荐、能力画像可视化、决策支持）的后端API开发与数据库集成 | 第19-22周 |
| **第六阶段** | 平台前端实现、系统联调与集成测试、云计算资源性能优化 | 第23-26周 |
| **第七阶段** | 最终测试、毕业论文撰写与答辩准备 | 第27-30周 |

### 5.2 预期达到的目标

1. **模型性能目标：** GKT模型在所选教育数据集上的 AUC 评分应达到并超过基线 DKVMN 和 DKT 的最高水平（AUC 目标值应超过 0.769）1。
2. **技术产出目标：** 完成基于 Neo4j/RDBMS 混合架构的学生能力建模平台，包括 GKT 模型的完整代码库、详细的知识图谱结构图和云计算部署方案。
3. **功能目标：** 严格实现 III.3 中定义的师生教学框架下的所有核心功能模块，特别是教师端的学情分析与决策支持功能，以及学生端的可解释性知识状态可视化功能 2。
4. **文档目标：** 完成符合学校规范（字数3000字以上，参考文献15篇以上，含3篇外文，且有近两年参考文献）的本科毕业设计（论文）[1, 1]。

## VI. 课题已具备和所需的条件、经费

### 6.1 现有基础条件

* **技术基础：** 具备Python编程能力，熟悉PyTorch/TensorFlow深度学习框架，掌握SQL和Cypher数据库查询语言。
* **软件环境：** 可利用如Docker等容器技术进行环境隔离和快速部署。
* **数据资源：** 可利用 ASSISTments 和 KDDCup 等标准的教育数据挖掘数据集 1。

### 6.2 所需资源与云计算资源利用方案

本课题的关键挑战在于 GNN 模型的高强度计算需求。

| **资源类型** | **具体需求** | **利用的云计算服务层** |
| --- | --- | --- |
| **计算资源** | 用于 GKT 模型训练和大规模推理的 GPU 加速实例（如配备 16GB VRAM 或以上的 T4/V100）1 | IaaS (Infrastructure as a Service) |
| **关系存储** | 托管的关系型数据库服务，用于存储高频写入的学生实时日志和元数据 | PaaS (Platform as a Service) - RDS |
| **图结构存储** | 高性能云服务器或 Neo4j 托管服务，用于存储知识图谱 $G=(V,E,A)$ 6 | IaaS/PaaS |
| **网络加速** | CDN (Content Delivery Network) 服务，确保师生客户端的访问速度 | PaaS/SaaS |

**经费方面**，预算主要用于 GPU 实例的租用费用（持续约4个月）、云存储和托管数据库服务的费用。

## VII. 研究过程中可能遇到的困难和问题，解决的措施

### 7.1 困难与挑战

1. **知识图谱的准确性与鲁棒性：** 如何从含有噪声和高度稀疏的教育日志中，学习到真正准确且具有泛化能力的知识概念依赖关系（邻接矩阵 $A$）1。简单的统计方法（如 Transition Graph）可能无法捕捉深层的潜在关联。
2. **GKT模型的高计算开销：** 尽管 VAE 方法对计算复杂度进行了优化，但 GNN 的训练本质上仍是计算密集型的，对硬件资源要求高 1。
3. **异构数据的一致性与同步：** 在 RDBMS（短期记忆）和 Neo4j（长期记忆）之间，如何设计机制确保学生学习日志和其对应的 GKT 能力画像更新保持同步和一致性，是重要的工程挑战。

### 7.2 解决的措施

1. **应对 KG 准确性问题：** 采用 Learning-based 方法（特别是 VAE/MHA）作为核心研究方向 1。这些方法能够通过参数化的神经网络学习知识点的嵌入，并内生推断出边缘权重和类型，从而生成比统计方法更具鲁棒性、不变于学生和时间步的知识图结构 1。
2. **应对计算开销问题：** 严格依赖云计算 GPU 资源 1。在模型优化方面，利用 VAE 设计中对边缘推断的限制，即只针对与当前答案相关的节点进行推断，将计算复杂度维持在 $\mathcal{O}(KN)$ 级别，从而提升训练和推理效率 1。
3. **解决数据一致性问题：** 采用微服务架构和消息队列（MQ）机制实现异步更新。学生日志首先高频写入 RDBMS，然后通过 MQ 触发 GKT 推理服务。推理服务从 Neo4j 读取知识图谱结构和概念嵌入，生成新的知识状态 $h^{t+1}$，并将结果写回 RDBMS 或更新 Neo4j 中的状态，从而实现数据的最终一致性，解耦高频写入和复杂推理过程。
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